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Basic references

Chapitre 3 (Gestion de ressources) ”Informatique Répartie”,
Trystram, Slimani et Jemni editeurs, Hermes, 2005.

Joseph Leung ”Handbook of Scheduling”, Chapman & Hall,
2004
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Traditional scheduling – Framework

Application = DAG G = (T ,E , p)

T = set of tasks
E = precedence constraints
p(T ) = computational cost of task T
(execution time)
c(T ,T ′) = communication cost (data sent from
T to T ′)

Platform

Set of p (identical) processors

Schedule

σ(T ) = date to start the execution of task T
π(T ) = processor assigned to it
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Traditional scheduling – Constraints

Data dependencies If (T ,T ′) ∈ E then

if π(T ) = π(T ′) then

σ(T ) + p(T ) ≤ σ(T ′)

if π(T ) #= π(T ′) then

σ(T ) + p(T ) + c(T ,T ′) ≤ σ(T ′)

Resource constraints (sequential tasks)

π(T ) = π(T ′) ⇒ [σ(T ),σ(T ) + p(T )[
⋂

[σ(T ′),σ(T ′) + p(T ′)[
= ∅
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Traditional scheduling – Objective functions

Makespan or total execution time

Cmax(σ) = max
T∈T

(σ(T ) + p(T ))

Other classical objectives :

Sum of completion times (with its weighted
variant)
With arrival times : maximum flow (response
time), or sum flow
More oriented to fair solutions : maximum
stretch, or sum stretch
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Scheduling problem

Computational units are identifed and their relations are analyzed.

Scheduling

Determine when and where computational units will be executed.
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Precedence Task Graph

Let G = (V ,E ) be a weighted directed acyclic graph iff (partial
order)

The vertices are weighted by the execution times.

The arcs are weighted by the data to be transfered from a
task to another.

Notice that some colleagues are considering variants (bipartite,
Data flow, etc..)
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CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=5, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324834464

2970132688

2970132672

2970135824

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=5, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324831312

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=8, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324834268

2970132884

2970132868

2970136036

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=8, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324831100

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=0, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324834072

2970133080

2970133064

2970136248

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=0, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324830888

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=10, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324833876

2970133276

2970133260

2970136460

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=10, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324830676

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=9, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324833680

2970133472

2970133456

2970136672

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=9, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324830464

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=1, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324833484

2970133668

2970133652

2970136884

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=1, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324830252

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=11, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324833288

2970133864

2970133848

2970137096

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=11, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324830040

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=3, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324833092

2970134060

2970134044

2970137308

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=3, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324829828

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=4, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324832896

2970134256

2970134240

2970137520

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=4, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324829616

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=14, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324832700

2970134452

2970134436

2970137732

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=14, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324829404

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=2, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324832504

2970134648

2970134632

2970137944

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=2, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324829192

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=15, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324832308

2970134844

2970134828

2970138156

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=15, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324828980

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=6, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324832112

2970135040

2970135024

2970138368

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=6, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324828768

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=13, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324831916

2970135236

2970135220

2970138580

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=13, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324828556

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=12, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324831720

2970135432

2970135416

2970138792

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=12, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324828344

CAPEOPEN::UO_UPSTREAM_BL,

site=65535, part=7, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324831524

2970135628

2970135612

2970139004

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=7, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324828132

2970135840

2970135808

2970139216

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=5, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324827920

2970136052

2970136020

2970139428

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=8, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324827708

2970136264

2970136232

2970139640

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=0, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324827496

2970136476

2970136444

2970139852

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=10, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324827284

2970136688

2970136656

2970140064

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=9, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324827072

2970136900

2970136868

2970140276

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=1, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324826860

2970137112

2970137080

2970140488

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=11, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324826648

2970137324

2970137292

2970140700

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=3, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324826436

2970137536

2970137504

2970140912

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=4, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324826224

2970137748

2970137716

2970141124

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=14, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324826012

2970137960

2970137928

2970141336

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=2, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324825800

2970138172

2970138140

2970141548

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=15, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324825588

2970138384

2970138352

2970141760

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=6, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324825376

2970138596

2970138564

2970141972

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=13, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324825164

2970138808

2970138776

2970142184

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=12, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324824952

2970139020

2970138988

2970142396

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=7, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324824740

2970139232

2970139200

2970142608

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=5, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324824528

2970139444

2970139412

2970142820

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=8, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324824316

2970139656

2970139624

2970143032

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=0, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324824104

2970139868

2970139836

2970143244

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=10, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324823892

2970140080

2970140048

2970143456

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=9, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324823680

2970140292

2970140260

2970143668

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=1, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324823468

2970140504

2970140472

2970143880

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=11, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324823256

2970140716

2970140684

2970144092

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=3, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324823044

2970140928

2970140896

2970144304

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=4, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324822832

2970141140

2970141108

2970144516

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=14, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324822620

2970141352

2970141320

2970144728

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=2, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324822408

2970141564

2970141532

2970144940

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=15, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324822196

2970141776

2970141744

2970145152

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=6, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324821984

2970141988

2970141956

2970145364

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=13, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324821772

2970142200

2970142168

2970145576

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=12, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324821560

2970142412

2970142380

2970145788

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=7, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324821348

2970142624

2970142592

2970146000

CAPEOPEN::UO_Mixer_3IN_1OUT,

site=65535, part=0, #p=5, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324821104

2970142836

2970142804

2970146016

2970143048

2970143016

2970146032

2970143260

2970143228

2970146244

CAPEOPEN::UO_Mixer_3IN_1OUT,

site=65535, part=1, #p=5, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324820860

2970143472

2970143440

2970146260

2970143684

2970143652

2970146276

2970143896

2970143864

2970146488

CAPEOPEN::UO_Mixer_2IN_1OUT,

site=65535, part=3, #p=4, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324820632

2970144108

2970144076

2970146504

2970144320

2970144288

2970146716

CAPEOPEN::UO_Mixer_3IN_1OUT,

site=65535, part=2, #p=5, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324820388

2970144532

2970144500

2970146732

2970144744

2970144712

2970146748

2970144956

2970144924

2970146960

CAPEOPEN::UO_Mixer_2IN_1OUT,

site=65535, part=6, #p=4, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324820160

2970145168

2970145136

2970146976

2970145380

2970145348

2970147188

CAPEOPEN::UO_Mixer_3IN_1OUT,

site=65535, part=7, #p=5, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324819916

2970145592

2970145560

2970147204

2970145804

2970145772

2970147220

2970146048

2970145984

2970147432

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=0, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324819704

2970146292

2970146228

2970147644

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=1, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324819492

2970146520

2970146472

2970147856

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=3, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324819280

2970146764

2970146700

2970148068

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=2, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324819068

2970146992

2970146944

2970148280

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=6, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324818856

2970147236

2970147172

2970148492

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=7, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324818644

2970147448

2970147416

2970148704

CAPEOPEN::UO_Mixer_3IN_1OUT,

site=65535, part=3, #p=5, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324818400

2970147660

2970147628

2970148720

2970147872

2970147840

2970148736

2970148084

2970148052

2970148948

CAPEOPEN::UO_Mixer_3IN_1OUT,

site=65535, part=7, #p=5, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324818156

2970148296

2970148264

2970148964

2970148508

2970148476

2970148980

2970148752

2970148688

2970149192

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=3, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324817944

2970148996

2970148932

2970149404

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=7, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324817732

2970149208

2970149176

2970149616

CAPEOPEN::UO_Mixer_2IN_1OUT,

site=65535, part=7, #p=4, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324817504

2970149420

2970149388

2970149632

2970149648

2970149600

2970149844

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=7, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324817292

2970149860

2970149828

2970150056

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=7, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324817020

2970150072

2970150040

2970150328

CAPEOPEN::UO_Splitter_1IN_2OUT,

site=65535, part=7, #p=4, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324816792

2970150344 2970150360

2970150312

2970150556

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=5, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324816580

2970150980

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=7, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324816216

2970150572

2970150540

2970150768

CAPEOPEN::UO_1IN_1OUT,

site=65535, part=5, #p=3, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324816368

2970150784

2970150752

2970151268

CAPEOPEN::UO_DOWNSTREAM_BL,

site=65535, part=5, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=0

2970150996

2970150964

2970151132

CAPEOPEN::UO_DOWNSTREAM_BL,

site=65535, part=7, #p=2, unique=1

state=INIT

isstealable=0, islocal=no, next=-1324816080

2970151116

2970151252
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Formal Definition

The problem of scheduling graph G = (V ,E ) weighted by function
p on m processors : (without communication) Determine the pair
of functions (σ,π) subject to the respect of precedences :
∀(i , j) ∈ E : σ(j) ≥ σ(i) + p(i ,π(i))
Usual objective : to minimize the makespan (Cmax)

Theorem

Minimizing the makespan is NP-Hard [Ullman 75]
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One step further

This problem remains NP-Hard even in relaxed cases :
(independent tasks, trees, etc.)

Consequence

We have to find ”efficient” heuristics
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Evaluation

The evaluation of a heuritic for a criterion ω.

Definition (Competitive Ratio)

A real number ρ such that ∀ instance I, ω(I) = r(I)ω∗(I) with
ρ = sup(r(I))
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Lower bounds

Basic tool : Theorem of impossibility [Lenstra-Shmoys’95]

Given a scheduling problem and an integer c, if it is NP-complete
to schedule this problem in less than c times, then there is no
schedule with a competitive ratio lower than (c+1)/c.
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Application

Theorem

The problem of deciding (for any UET graph) if there exists a valid
schedule of length at most 3 is NP-complete.

Démonstration.

by reduction from CLIQUE

Consequence

It is impossible to find a heuristic better than 4/3 iff P #= NP
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Lower Bounds

We are looking for simple algorithms that have good competitive
ratios.
List scheduling is such a nice framework.
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List scheduling

Initialization :
1 Priority queue = list of free tasks (tasks without predecessors)

sorted by priority
2 t is the current time step : t = 0.

While it remains some tasks to execute :
1 Add new free tasks, if any, to the queue. If the execution of a

task terminates at time step t, suppress this task from the
predecessor list of all its successors. Add those tasks whose
predecessor list has become empty.

2 If there are q available processors and r tasks in the queue,
remove first min(q, r) tasks from the queue and execute them ;
if T is one of these tasks, let σ(T ) = t.

3 Increment t.
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List scheduling

Priority level (off-line)
Use critical path : longest path from a task with no
predecessor to an exit node
Computed recursively by a bottom-up traversal of the graph

Implementation details
Cannot iterate from t = 0 to t = Cmax(σ) (exponential in
problem size)
Use a heap for free tasks valued by priority level
Use a heap for processors valued by termination time
Complexity O(|V | log |V | + |E |)
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Analysis of List scheduling

Theorem

Performance guarantee of list scheduling

Cmax(σ) ≤ C ∗
max(2−

1

m
)

Denis.Trystram@imag.fr, ID - IMAG, Grenoble Scheduling on clusters and grids



Some basics on scheduling theory
Taking into account Communications
Grid : towards non-standard models

Concluding Remarks

Notations and Definitions
List scheduling

Analysis

Processors

Time

Denis.Trystram@imag.fr, ID - IMAG, Grenoble Scheduling on clusters and grids



Some basics on scheduling theory
Taking into account Communications
Grid : towards non-standard models

Concluding Remarks

Notations and Definitions
List scheduling

Analysis

Interval with idle time

Processors

Time
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Analysis

Intervals with idle time

Processors

Time
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Analysis

Theorem (List scheduling analysis)

Cmax(σ) =
W + Idle

m

where
W
m ≤ C ∗

max

at most (m − 1) idle processors
Idle ≤ (m − 1)T∞
T∞ ≤ C∗max

Corollary

Cmax(σ) ≤ (2− 1

m
)C ∗

max
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Brent’s Lemma

Lemma (Brent)

Let ρ be the competitive ratio of an algorithm with an unbounded
number of processors. There exists an algorithm with performance
ratio 2ρ for an arbitrary number of processors.

Since there exists an optimal algorithm for scheduling a graph with
unbounded number of processors, there is a 2-approximation
algorithm for m fixed (this is another way for looking at the
graham’s bound).
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Brent’s Lemma
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Brent’s Lemma

m
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m
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Brent’s Lemma

m
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Brent’s Lemma

The proof is quite similar to Graham’s analysis

Démonstration.

Cmax =

C∞max∑
)Work(t)

m
*

thus (in a Graham’s way)

Cmax ≤ C∞
max +

C∞max∑
+Work(t)

m
,
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Delay model

Let us consider a task with two successors.

Complexity : This model is more complicated than the central
scheduling problem (Lenstra et al. 1990).
Scheduling a graph with communication on a unbounded number
of processors is NP-hard.
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List scheduling – With communications

ETF Earliest Task First

Dynamically recompute priorities of free tasks

Select free task that finishes execution first (on best
processor), given already taken scheduling decisions

Higher complexity O(|V |3p)

May miss “urgent” tasks on the critical path

There exists a performance guaranty.
No efficient algorithm is known for large communication delays.
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Other approaches

Two-steps : clustering + load balancing :

DSC Dominant Sequence Clustering O((|V | + |E |) log |V |)
LLB List-based Load Balancing O(C log C + |V |) (C number
of clusters generated by DSC)
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HEFT : Heterogeneous Earliest Finishing Time

1 Priority level :
rank(Ti ) = wi + maxTj∈Succ(Ti )(comij + rank(Tj)),
where Succ(T ) is the set of successors of T
Recursive computation by bottom-up traversal of the graph

2 Allocation
For current task Ti , determine best processor Pq :
minimize σ(Ti ) + wiq

Enforce constraints related to communication costs
Insertion scheduling : look for t = σ(Ti ) s.t. Pq is available
during interval [t, t + wiq[

3 Complexity : same as MCP without/with insertion
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LogP

The goal is to take into account local communication overhead.
Such computations are costly on network with high throughput.

o

o

g

L
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Fork tree scheduling in the delay model

Fork tree

Instance : A fork tree task graph. The communication cost are
modelized with the delay model. Unbounded number
of processors.

Problem : minimizing Cmax

Theorem (Fork Tree)

The scheduling of a fork tree is solvable in polynomial time.
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Fork tree scheduling
in the LogP model

Fork tree - LogP

Instance : A fork tree task graph. The communication cost are
modelized with the LogP model. Unbounded number
of processors.

Problem : minimizing Cmax

Theorem

The scheduling of a fork tree is NP-Hard.
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About LogP

Fact (LogP)

A modelisation closer to reality induces often an increased
complexity and a worse approximability.

Consequences

Alternative approaches are required to be able to schedule
accurately and efficiently parallel applications.
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Parallel Tasks Model

Set of independent jobs (Parallel Tasks).

Processors

Time
Execution

Overhead

Computation
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Set of independent jobs (Parallel Tasks).

Processors

Time
Execution

Overhead

Computation
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Parallel Tasks Model

Set of independent jobs (Parallel Tasks).

Processors

Time
Execution

Overhead

Computation
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Batch scheduler principle

grappe 1

grappe 2

grappe 3
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Analysis of batch scheduling

Previous last batch Last batch

Ik Ik+1

All tasks arrived in time interval Ik are scheduled in time interval
Ik+1
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Analysis of batch scheduling

Theorem (Online batch scheduling)

On-line (batch) scheduling [Shmoys et al. – SIAM’95] : the
approximation ratio is multiplied by a factor of 2.

All tasks arrived in time interval Ik can not be schedule before the
beginning of Ik . Interval Ik and Ik+1 are both smaller than ρC ∗

max .
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FIFO and co. principle

Fifo guaranties no starvation. But, it may induced large idle
time (m times worse than the optimal)

Fifo with basic back filling is better

Fifo with aggressive back filling is a list scheduling algorithm
(less than twice the optimal)

Tasks:

m processors
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FIFO and co. principle

Fifo guaranties no starvation. But, it may induced large idle
time (m times worse than the optimal)
Fifo with basic back filling is better but the worst case is the
same (m times worse than the optimal)

Fifo with aggressive back filling is a list scheduling algorithm
(less than twice the optimal)
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Divisible load applications

DEFINITION : Divisible load applications can be divided into any
number of independent pieces. Perfectly parallel job : any sub-task
can itself be processed in parallel, and on any number of workers.
This model is a good approximation for applications that consist of
very (very) large numbers of identical, low-granularity
computations
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Continuous solution

Fact

Continuous solution for master-worker problem Instead of looking
for integer solution, fractional solutions are found easily to solve
optimally distribution of tasks on heterogeneous processors to
minimize Cmax

Heterogeneous processors, variants of topological networks, etc..

Heavy - but straightforward - techniques.

Continuous solution

Solving the problem with complex network or multiple send-receive
per node is much more difficult
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steady-state scheduling

Communication in grid may be fluidised in continuous streams
between nodes, in a steady state, neglecting initialisation and
clean-up.

The full detailed order does not need to be computed

Point of view

Changing the point of view (eg. relaxing makespan) may help to
get polynomial results in large scale applications
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Mixed models
Best effort jobs

Easy to handle practically by filling the idle slots of a schedule.
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Do not feel alone...

Working group MAO of the GdR ASR (next meeting the 23rd
march, LIP6, Paris).
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Hot topics

Dealing with incertainties and disturbances.

Game Theory and economical approaches for an alternative
way of managing complex decisions.
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