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Road	
  map	
  of	
  the	
  talk	
  

*	
  Brief	
  discussion	
  of	
  generalized	
  linear	
  models	
  
•  Examples	
  of	
  genome-­‐scale	
  inference	
  
– eQTL	
  enumera+on	
  [modest	
  volume]	
  
– dsQTL	
  enumera+on	
  [high	
  volume]	
  

•  Sensi+vi+es	
  and	
  greedy	
  tuning	
  
•  Holis+c	
  workflows:	
  the	
  burden	
  of	
  the	
  past	
  
•  The	
  MAMS	
  principles	
  (Mul+ply-­‐Agnos+c,	
  
Mul+ply-­‐Scalable)	
  for	
  sta+s+cal	
  algorithm	
  
deployments	
  	
  







GLM:	
  A	
  produc+ve	
  unifica+on	
  of	
  
sta+s+cal	
  models,	
  1972	
  

•  Scalar	
  outcome	
  variable	
  Y	
  has	
  mean	
  value	
  μ	
  
•  The	
  mean	
  is	
  linked	
  to	
  a	
  linear	
  predictor	
  

	
  	
  	
  g(μ)	
  =	
  α	
  +	
  x1β1	
  +	
  …	
  +	
  xpβp	
  
•  The	
  variance	
  is	
  a	
  func-on	
  of	
  the	
  mean	
  

–  Var(Y)	
  =	
  φV(μ)	
  
•  Choices	
  of	
  g()	
  and	
  V()	
  correspond	
  to	
  Gaussian,	
  Logis+c,	
  

Poisson,	
  Gamma	
  regression	
  procedures	
  
•  Itera+vely	
  reweighted	
  least	
  squares	
  can	
  be	
  used	
  for	
  

es+ma+on;	
  asympto+cally	
  sta+s+cally	
  efficient	
  under	
  mild	
  
assump+ons	
  

•  Reprinted	
  in	
  “Breakthroughs	
  in	
  sta+s+cs”,	
  along	
  with	
  works	
  
of	
  Fisher,	
  Student,	
  Pearson,	
  Wald,	
  ….	
  



1992:	
  deployment	
  as	
  glm() 







GLM:	
  40	
  years	
  of	
  theory,	
  extension,	
  
deployment	
  

•  GENSTAT,	
  GLIM:	
  Numerical	
  Algorithms	
  Group	
  
•  S,	
  Splus	
  –	
  glm infrastructure	
  includes	
  
robust()	
  family	
  

•  R	
  – stats::glm and	
  biglm::bigglm	
  
address	
  “standard”	
  and	
  high-­‐volume	
  fipng	
  
requirements	
  (the	
  laqer	
  with	
  incremental	
  QR)	
  

•  Addi+onal	
  tailored	
  deployments	
  in	
  
Bioconductor	
  snpStats,	
  limma,	
  DESeq,	
  edgeR	
  
confront	
  gene+c	
  and	
  genomic	
  requirements	
  



Why	
  so	
  much	
  +me	
  on	
  GLM?	
  

•  Illustrates	
  an	
  aspect	
  of	
  algorithmic	
  “holism”:	
  a	
  
single	
  interface,	
  focused	
  infrastructure	
  solves	
  all	
  
of	
  a	
  class	
  of	
  problems	
  formerly	
  treated	
  piecemeal	
  

•  Illustrates	
  the	
  idea	
  of	
  an	
  algorithm	
  template	
  that	
  
can	
  receive	
  user-­‐coded	
  func+ons	
  to	
  modify	
  
opera+ons	
  

•  Has	
  been	
  re-­‐implemented	
  too	
  o6en,	
  and	
  
examining	
  causes	
  for	
  this	
  can	
  help	
  define	
  
requirements	
  for	
  enduring	
  deployments	
  



Ques+ons	
  

•  If	
  sta+s+cians	
  had	
  discovered	
  GLM	
  only	
  today,	
  what	
  
would	
  be	
  a	
  reasonable	
  approach	
  to	
  implementa+on?	
  	
  
How	
  to	
  sidestep	
  common	
  assump+ons	
  
–  “all	
  data	
  in	
  memory”	
  
–  scalar	
  execu+on	
  of	
  algorithm	
  steps	
  
–  inputs	
  are	
  (mostly)	
  floa+ng	
  point	
  numbers	
  and	
  integers	
  

•  What	
  languages	
  and	
  environments	
  will	
  support	
  
streamlined	
  implementa+ons,	
  maximizing	
  efficient	
  use	
  
of	
  available	
  hardware/so6ware?	
  

•  How	
  will	
  interac+ve	
  data	
  analysis	
  capabili+es	
  be	
  
achieved	
  with	
  high	
  data	
  volume	
  and	
  environment	
  
complexity?	
  



Williams	
  R	
  et	
  al.	
  Genome	
  Research	
  2007	
  vol.	
  17	
  (12)	
  pp.	
  1707-­‐1716	
  



GSTT1	
  eQTL:	
  Average	
  expression	
  varies	
  by	
  genotype	
  
at	
  nearby	
  SNPs	
  –	
  why?	
  [N=90	
  CEU	
  HM	
  phase	
  2;	
  

Sanger	
  GENEVAR]	
  



Full	
  chromosome	
  scan	
  for	
  CPNE1	
  and	
  view	
  of	
  the	
  the	
  
peak	
  





Summary	
  

•  Transcriptome	
  and	
  SNP-­‐ome	
  are	
  jointly	
  measured	
  
on	
  a	
  number	
  of	
  individuals	
  
–  ~20000	
  transcripts,	
  ~10	
  million	
  SNP,	
  …	
  

•  Models	
  for	
  addi+ve	
  gene+c	
  effects	
  on	
  transcript	
  
levels	
  are	
  fit	
  for	
  all	
  gene:snp	
  pairs	
  in	
  cis	
  

•  Humps	
  and	
  peaks	
  in	
  the	
  series	
  of	
  associa+on	
  
sta+s+cs	
  are	
  found	
  along	
  the	
  genome	
  

•  Reliability	
  of	
  the	
  procedure,	
  interpreta+on	
  of	
  
results?	
  









Tuned	
  with	
  
	
  	
  100bp	
  window	
  	
  
	
  	
  top	
  5%	
  sensi+vity	
  
	
  	
  4	
  PC	
  removal	
  





Greedy	
  tuning	
  for	
  higher	
  yield	
  



Summary	
  

•  Feature	
  space	
  now	
  a	
  con+nuously	
  scored	
  +ling	
  of	
  
the	
  genome	
  
–  Filtered	
  to	
  1.5	
  million	
  features	
  but	
  could	
  be	
  many	
  
more,	
  could	
  consider	
  as	
  many	
  as	
  37	
  million	
  1KG	
  SNP	
  

•  Scope	
  of	
  gene+c	
  regula+on	
  seems	
  more	
  limited:	
  
dropping	
  cis	
  search	
  region	
  from	
  40kb	
  to	
  2kb	
  does	
  
not	
  dras+cally	
  affect	
  yield	
  of	
  dsQTL	
  

•  A	
  number	
  of	
  ad	
  hoc	
  filtering	
  steps	
  might	
  have	
  
more	
  important	
  impacts	
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  windows	
  in	
  vicinity	
  of	
  ORMDL3	
  



Greedy	
  tuning	
  of	
  eQTL	
  searches	
  

•  Yield	
  can	
  be	
  affected	
  by	
  
–  Choice	
  of	
  cis-­‐interval	
  size	
  
–  Depth	
  of	
  search	
  into	
  rare	
  variants	
  (lower	
  bound	
  on	
  minor	
  
allele	
  frequency)	
  

–  Approach	
  to	
  removing	
  non-­‐biologic	
  varia+on	
  from	
  
expression	
  assay	
  results	
  (Stegle,	
  Durbin,	
  RECOMB	
  2008)	
  

•  Management	
  of	
  a	
  single	
  search	
  is	
  difficult,	
  but	
  mul+ple	
  
searches	
  or	
  extensive	
  metadata	
  need	
  to	
  be	
  retained	
  so	
  
that	
  various	
  calling	
  policies	
  can	
  be	
  compared	
  

•  We’ll	
  consider	
  combined	
  analysis	
  of	
  CEU	
  and	
  YRI	
  
founders	
  (N=120)	
  



Minor	
  allele	
  frequency	
  determines	
  
reliability	
  of	
  associa+on	
  inference	
  



0.0 0.1 0.2 0.3 0.4 0.5

0
10

20
30

40
50

Permutation distribution of maximum 
association scores at 500kb cis radius

MAF

sc
or
e

!

!

!

!

!

!

!

!

!

! !

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!
!

!

!

!

!

!

!

!

!

!

!!

!

!

!

!

!

!!

!

!

!

!

!

!

!

!!!!

!

!

!!

!

!!

!

!

!

!

!!

!

!

!

!

!

!

!

!

!

!!

!

!

!



5000 50000 250000

!
!!! !!!

!
!

!!! !!! !!
! !! !!
!

!!
!!
!!

! !

!

!
!

! !! !!! ! !!!

!

!

!

1750

2000

2250

0.025 0.050 0.075 0.100 0.025 0.050 0.075 0.100 0.025 0.050 0.075 0.100
lower bound on MAF

# 
ge

ne
s 

w
/e

Q
TL

 
at

 F
D

R
 <

= 
0.

05

5
10
15
20
25
30

npc

radius of cis search

5000 50000 250000

!
! !!!! !

!
!

!!!!!! !!
!!! !!

!
! !

!!
!!
!!

!

!
!

!
!! !! !! ! !!

!

!

!

1750

2000

2250

10 20 30 10 20 30 10 20 30
# PC removed

# 
ge

ne
s 

w
/e

Q
TL

 
at

 F
D

R
 <

= 
0.

05

factor(MAF)
!

!

!

!

!

!

!

0.005
0.01
0.025
0.03
0.05
0.075
0.1



Upshots	
  for	
  eQTL	
  

•  Very	
  large	
  number	
  of	
  tests	
  
•  Evident	
  sensi+vity	
  of	
  yield	
  to	
  a	
  number	
  of	
  
tuning	
  parameters	
  

•  Thorough	
  inves+ga+ons	
  require	
  explora+on	
  of	
  
the	
  parameter	
  space	
  

•  With	
  GGtools	
  R	
  2.15	
  the	
  full	
  500kb	
  radius,	
  	
  

MAF	
  >	
  0.05	
  search	
  took	
  3h	
  on	
  88	
  commodity	
  
cores	
  



A	
  holis+c	
  workflow?	
  

•  Compu+ng	
  plug-­‐in	
  FDR	
  for	
  the	
  gene-­‐centric	
  null	
  
hypotheses	
  “mean	
  expression	
  of	
  Gene	
  g	
  is	
  not	
  
associated	
  with	
  B	
  allele	
  frequency	
  for	
  any	
  SNP	
  
within	
  R	
  kb”	
  involves	
  
–  Tes+ng	
  all	
  cis	
  associa+ons	
  for	
  all	
  genes,	
  retaining	
  
gene-­‐specific	
  maximum	
  

– Developing	
  mul+ple	
  realiza+ons	
  of	
  the	
  permuta+on	
  
distribu+on	
  of	
  the	
  maximized	
  associa+on	
  

•  Four	
  innova+ons	
  made	
  this	
  feasible	
  2-­‐3	
  years	
  
ago:	
  serializa+on,	
  mul+core,	
  ff,	
  snpStats	
  



ff	
  to	
  reduce	
  memory	
  consump+on	
  



Represen+ng	
  (uncertain)	
  SNP	
  genotypes:	
  David	
  
Clayton’s	
  byte-­‐sized	
  encoding	
  



Comments	
  

•  ca.	
  2004	
  expression	
  and	
  genotype	
  data	
  could	
  all	
  
reside	
  in	
  main	
  memory	
  –	
  burden	
  of	
  the	
  past	
  

•  “Programming	
  around”	
  R	
  with	
  big	
  data?	
  
– Disk	
  used	
  as	
  buffer	
  for	
  voluminous	
  tes+ng	
  process,	
  
wriqen	
  to	
  by	
  processes	
  on	
  mul+ple	
  cores	
  

– GLM	
  rewrite	
  for	
  the	
  byte	
  representa+on	
  of	
  uncertain	
  
genotypes?	
  

•  We	
  can	
  achieve	
  data	
  compactness,	
  speed,	
  and	
  
ready	
  access	
  to	
  sta+s+cs,	
  visualiza+on,	
  genomic	
  
annota+on,	
  and	
  “everything	
  is	
  an	
  object”	
  (with	
  
op+onal	
  validity	
  condi+ons)	
  



Inputs	
  
•  Expression	
  data	
  and	
  MACH-­‐imputed	
  genotype	
  archives	
  are	
  

managed	
  in	
  R	
  packages	
  	
  
•  Self-­‐describing	
  eSet	
  variants	
  combine	
  expr/snp/sample	
  data	
  
SnpMatrix-based genotype set: 
number of samples:  90  
number of chromosomes present:  1  
annotation: illuminaHumanv1.db  
Expression data dims: 47293 x 90  
Total number of SNP: 305929  
Phenodata: An object of class 'AnnotatedDataFrame' 
  sampleNames: NA18500 NA18501 ... NA19240 (90 

total) 
  varLabels: fam samp ... isFounder (8 total) 
  varMetadata: labelDescription 



Output	
  
GGtools mcwBestCis instance.  The call was: 
GGtools:::combine2(mcw1 = fullrun, mcw2 = get(allob[i])) 
Best loci for 21534 probes are recorded. 
Top  4 probe:SNP combinations: 
GRanges with 4 ranges and 5 metadata columns: 
                seqnames                 ranges strand |     score       snpid 
                   <Rle>              <IRanges>  <Rle> | <numeric> <character> 
  GI_28872735-A       10 [102246027, 103247272]      * |     89.78   rs2863095 
  GI_28872737-I       10 [102246027, 103247272]      * |     85.37   rs2863095 
  GI_20070185-S       10 [ 15978942,  17055744]      * |     78.91   rs1055340 
  GI_28872733-I       10 [102246027, 103247272]      * |     76.51   rs2863095 
                   snploc radiusUsed       fdr 
                <integer>  <numeric> <numeric> 
  GI_28872735-A 102746503      5e+05         0 
  GI_28872737-I 102746503      5e+05         0 
  GI_20070185-S  16555528      5e+05         0 
  GI_28872733-I 102746503      5e+05         0 

The	
  search	
  intervals	
  are	
  bound	
  to	
  the	
  gene-­‐centric	
  results	
  with	
  the	
  IRanges	
  
infrastructure	
  suppor+ng	
  convenient	
  comparison	
  with	
  other	
  data	
  linked	
  to	
  
genomic	
  coordinates	
  



Comments	
  

•  The	
  task	
  may	
  be	
  broken	
  up	
  arbitrarily	
  
– RAM	
  consump+on	
  is	
  controllable	
  
– Dispatch	
  of	
  tasks	
  to	
  slaves	
  

•  The	
  outputs	
  may	
  be	
  combined	
  ad	
  libitum,	
  
when	
  available	
  

•  Managerial	
  tasks	
  may	
  be	
  programmed	
  
(BatchJobs	
  package	
  and	
  extensions…)	
  

•  Repurposing	
  to	
  other	
  genomic	
  assays	
  is	
  
straigh�orward	
  (dsQTL,	
  meQTL,	
  …)	
  	
  



Mul+ply	
  agnos+c,	
  mul+ply	
  scalable	
  

•  Agnos+cism	
  in	
  a	
  sta+s+cal	
  algorithm’s	
  
implementa+on:	
  Don’t	
  know	
  or	
  care	
  about	
  
–  data	
  source,	
  except	
  that	
  a	
  data	
  chunk	
  can	
  be	
  acquired	
  
on	
  request	
  

–  data	
  format,	
  except	
  that	
  certain	
  arithme+c	
  opera+ons	
  
on	
  the	
  data	
  tokens	
  are	
  well-­‐defined	
  

–  execu-on	
  environment	
  
•  Never	
  command	
  more	
  RAM	
  than	
  is	
  needed	
  to	
  
handle	
  a	
  chunk	
  

•  Permit	
  as	
  much	
  asynchronous/independent	
  
computa+on	
  as	
  possible	
  



Small	
  proof	
  of	
  concept	
  (5	
  runs	
  per	
  point)	
  	
  
DS	
  =	
  ‘doubly	
  scalable	
  Fisher	
  scoring’,	
  

	
  QRU	
  is	
  updated	
  QR	
  in	
  biglm	
  



Choice	
  of	
  numerical	
  cons+tuents	
  
makes	
  a	
  difference:	
  RcppEigen	
  



What	
  might	
  a	
  MAMS	
  implementa+on	
  
of	
  lm()look	
  like?	
  

# step 1: sufficient quantities from data frame 
chunk 

lm.suffclo = function(fmla) function(df) { 
 # 
 # closure that obtains X'X and X'y implied by 

#the bound fmla 
 # on all the relevant data in df; FIXME: 

#dealing with NA 
 # 
  mm = model.matrix(fmla, df) 
  mr = model.response(model.frame(fmla, df)) 
  list(xtx=crossprod(mm,mm), xty=crossprod

(mm,mr)) 
 } 



Step	
  2	
  

•  We’ll	
  use	
  new	
  facili+es	
  in	
  Mar+n	
  Morgan’s	
  
Streamer	
  package	
  in	
  Bioconductor	
  

•  The	
  Stream	
  class	
  defines	
  an	
  ordered	
  collec+on	
  
of	
  Producer	
  and	
  Consumer	
  components	
  

•  A	
  Team	
  class	
  defines	
  a	
  scheme	
  for	
  execu+ng	
  
(poten+ally	
  concurrently)	
  tasks	
  on	
  outputs	
  of	
  
the	
  Producer	
  immediately	
  upstream	
  

•  A	
  yield()	
  method	
  on	
  a	
  Stream	
  propagates	
  yield	
  
requests	
  to	
  the	
  cons+tuents	
  



A	
  mortal	
  sin,	
  but	
  chunk-­‐parallelized	
  QR	
  
not	
  ready	
  to	
  hand	
  

lm.suff = lm.suffclo( formula ) 
ssteam = Team( lm.suff, param=param ) # 
#sufficient quantities 

accum = Reducer( function(x,y) list
(sxtx=x$sxtx+y$xtx, sxty=x$sxty+y
$xty), 

    init = list(sxtx=0, sxty=0) ) 

ss = yield( Stream( data, ssteam, 
accum ) ) 

beta = solve( ss[[1]] ) %*% ss[[2]]  



Upshots	
  

•  This	
  addresses	
  two	
  aspects	
  of	
  MAMS:	
  scalable	
  
data	
  acquisi+on	
  (RAM	
  usage	
  control)	
  and	
  
parameterized	
  (possibly	
  concurrent)	
  execu+on	
  

•  Agnos+cism	
  about	
  data	
  format	
  could	
  be	
  
addressed	
  via	
  templa+ng	
  (see	
  Runnalls	
  CXXR	
  
project	
  for	
  examples)	
  

•  To	
  do:	
  improve	
  numerical	
  method,	
  excep+on	
  
handling	
  



Conclusions	
  

•  Users	
  appreciate	
  holis+c	
  workflows,	
  and	
  
performant	
  versions	
  of	
  these	
  are	
  achievable	
  for	
  
eQTL;	
  dsQTL	
  addressable	
  without	
  conceptual	
  
changes,	
  but	
  higher	
  volume	
  will	
  compel	
  more	
  
work	
  on	
  performance	
  to	
  allow	
  sensi+vity	
  analysis	
  

•  Innova+ve	
  data	
  representa+ons/volume	
  
demands	
  should	
  not	
  compel	
  duplica+ve	
  
algorithm	
  rewrites,	
  but	
  glm	
  has	
  been	
  duplicated	
  a	
  
number	
  of	
  +mes;	
  language	
  design	
  should	
  reduce	
  
the	
  need	
  to	
  do	
  this	
  



Conclusions	
  

•  Reflec+on	
  in	
  R	
  has	
  been	
  extremely	
  useful	
  in	
  the	
  
developments	
  noted	
  here	
  
–  Data/outputs	
  can	
  be	
  self-­‐descrip+ve	
  at	
  high	
  level	
  of	
  detail,	
  
including	
  metadata	
  on	
  provenance	
  

–  Packages	
  are	
  not	
  objects	
  but	
  can	
  be	
  interrogated	
  in	
  detail,	
  
and	
  can	
  manage	
  data	
  decomposi+on	
  

•  Facili+es	
  for	
  interroga+ng	
  compu+ng	
  environments	
  so	
  
that	
  execu+on	
  strategies	
  are	
  well-­‐chosen	
  (and	
  can	
  be	
  
programa+cally	
  chosen)	
  seem	
  less	
  well-­‐developed	
  

•  These	
  two	
  concepts	
  have	
  been	
  key	
  to	
  fostering	
  
sensi+vity	
  analysis	
  in	
  genome-­‐scale	
  inference	
  


